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ABSTRACT
Notwithstanding the widely held view that data generation and
data curation processes are prominent sources of bias in machine
learning algorithms, there is little empirical research seeking to
document and understand the specific data dimensions affecting
algorithmic unfairness. Contra the previous work, which has fo-
cused on modeling using simple, small-scale benchmark datasets,
we hold the model constant and methodically intervene on relevant
dimensions of a much larger, more diverse dataset. For this purpose,
we introduce a new dataset on recidivism in 1.5 million criminal
cases from courts in the U.S. state of Wisconsin, 2000-2018. From
this main dataset, we generate multiple auxiliary datasets to simu-
late different kinds of biases in the data. Focusing on algorithmic
bias toward different race/ethnicity groups, we assess the relevance
of training data size, base rate difference between groups, repre-
sentation of groups in the training data, temporal aspects of data
curation, including race/ethnicity or neighborhood characteristics
as features, and training separate classifiers by race/ethnicity or
crime type. We find that these factors often do influence fairness
metrics holding the classifier specification constant, without hav-
ing a corresponding effect on accuracy metrics. The methodology
and the results in the paper provide a useful reference point for a
data-centric approach to studying algorithmic fairness in recidivism
prediction and beyond.
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1 INTRODUCTION
Undesirable bias in artificial intelligence systems has been repeat-
edly demonstrated in prior research. For instance, decision support
systems for credit loan applications were found to favor certain
sociodemographic groups [30, 33]. Natural language understanding
and translation systems often exhibit undesired gender stereotypes
[16]. Facial recognition applications usually don’t perform well for
people with dark skin color as they are trained and evaluated on
data from white people [15]. Systems for automated criminal risk
scoring discriminate against some racial groups [20].

A central goal of "fair machine learning" systems is to prevent
such disparate harm across groups [9]. In practice, these subgroups
are most often linked to protected demographic attributes, e.g.,
gender, age, and race/ethnicity. Simply omitting sensitive attributes
from the system does not solve this problem because correlated non-
sensitive attributes can act as proxies for the protected attribute
(e.g., salary as a proxy of gender).

Bias in artificial intelligence systems can come in at any stage
(from task definition to model deployment). This paper’s focus is
on the data related factors. That includes both training data as well
as target population related factors.

It is widely acknowledged that data influences the fairness of
the algorithms that are trained on it [9, 11, 23, 53]. But most of
the algorithmic fairness papers use small, partial, unrepresentative
datasets. These datasets include the "benchmark" datasets like the
COMPAS dataset assembled by ProPublica[48], the census income
dataset [45] (also known as the ADULT dataset), the German credit
dataset [35], etc. These datasets do not provide sufficiently robust
understanding of the extensive variation in real-world contexts.

These limitations and the importance of data-centric research [55]
has been increasingly recognized in the community. The issue is
not limited to algorithmic fairness; it affects empirical evaluation of
several other robustness properties of machine learning algorithms
as well. As a result, NeurIPS (one of the most important machine
learning conferences and publication venues) launched a new track
in 2021 called the "Datasets and Benchmarks Track".

Yet the existence of multiple datasets and their use in benchmark-
ing is not the only sign of progress.We also need to understandwhat
underlying factors in a given dataset make an algorithm behave in
a certain way. In this paper, we empirically explore this dimension
of the data-centric research for the case of algorithmic fairness. We
introduce a new dataset and provide empirical insights about the
fairness of basic classification algorithms on this new dataset. We
show how researchers and practitioners can use large datasets such
as this to rigorously understand the effect of data related factors
on the predictive performance and fairness of algorithms.

We focus on the problem of recidivism risk prediction [20]. We
collected a large-scale dataset from Wisconsin circuit courts. From
those records, we have information on defendants’ demographics
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such as gender, race and age, the characteristics of cases such as
charges and severity, and the outcomes of those cases. After prepro-
cessing, we obtain a dataset for recidivism prediction with around
1.5 million convicted criminal cases from 2000 to 2018.

We show how one can use this main dataset to generate multiple
auxiliary datasets to simulate different types of biases in the data.
These auxiliary datasets can then be used to understand the effect of
different data characteristics and different data curation processes
on algorithmic fairness for five different identity groups (african
american, caucasian, native american, asian and hispanic). More
specifically, we study the effect of training data size, base rate
difference across groups, proportion of different groups, temporal
aspects of data curation, type of crime, data from different counties
with different types of biases, availability of additional attributes
etc. In addition to AUC and accuracy for predictive performance,
we consider demographic parity, equal error rates (false positive
and false negative rates) and bias amplification as fairness notions.

We report a rich sequence of results on how data matters for the
fairness of recidivism predictions. We find, first, that more training
data does not necessarily lead to a fairer model when the data
generating process stays the same. Second, base rates and group
sizes are not the only determinants of unfairness; the disparity does
not necessarily decrease when we try to balance these two factors
between races. Third, temporal factors are necessary to consider
when designing and evaluating the models; depending on the time
of training data and when the model is applied, fairness evaluation
varies significantly. Fourth, adding race as an attribute may increase
unfairness without increasing accuracy, but adding neighborhood
characteristics increases fairness in our experiments. Fifth, for some
types of crime, fairness is much worse than on other types of crime.
Sixth, if we train separate models for different races, it is not always
better for the minority groups.

More generally, in the above experiments, we find that there is
always a significant discrepancy in fairness and accuracy estimates
when the datasets available for training and evaluation vary, even
when the target distribution does not vary. In particular, in several
experiments, the intervention affects fairness metrics but not accu-
racy metrics. This highlights the more general issue with training
and evaluating machine learning models under distribution shift.

These rich results demonstrate the promise of a data-centric
approach to algorithmic fairness. This idea can also be extended to
other data related factors not studied in this paper e.g. bias due to
selective labeling, geographical factors, judge characteristics in past
decisions etc. It may also be used to understand how various data
related factors interact with common algorithmic design choices, for
example, whether the classifier is a deterministic or a randomized
one, the type of loss function, type of fairness metric the classifier
implements, fairness intervention approach (pre-processing, in-
processing or post-processing) being used, and more. We hope this
research helps motivate these future explorations.

The rest of the paper is organized as follows. In Section 2, we
discuss works that are most closely related to ours. In Section 3, we
describe how the dataset was collected from the Wisconsin Circuit
Courts Access (WCAA) and how different variables in the dataset
were inferred from the raw data. In Section 4, we discuss the role of
various data related factors on predictive performance and fairness
of algorithms. We conclude and discuss future work in Section 5.

2 RELATEDWORK
In the vast and growing literature on algorithmic fairness, our paper
fits into the sub-field on data-centric issues. The closest paper is
Ding et al. [26]. They take a data-centric approach to fairness in a
set of prediction tasks using U.S. Census data. They construct five
datasets related to income, employment, health coverage, commute
time, and housing. They show that many results are contingent on
the data. Several other works [58, 62, 63, 65, 66] point out limitations
of using a few specific datasets for benchmarking ML algorithms.

Fabris et al. [27] focuses specifically on benchmark datasets used
in algorithmic fairness. A number of other papers [9, 11, 23, 38,
40, 50, 53, 56, 61] provide overviews of the various factors in the
data collection and curation process that may affect fairness. These
include, for example, representation in terms of size, biases due to
missingness, geographical and temporal differences, etc.

Our paper complements this work by exploring datasets related
to recidivism prediction. In the field of criminal justice algorithms,
Bao et al. [8] highlight several problems with the COMPAS dataset
for recidivism prediction problems. The authors argue that "review-
ers should encourage well-designed simulations" if benchmarking
on a real dataset like COMPAS alone is not useful.

In this vein, Lum and Isaac[52] use simulations to investigate
how feedback loops may increase the unfairness of a predictive
policing algorithm. Other work on simulations includes D’Amour
et al.[24], who use synthetic simulations (not based on datasets) for
evaluating the effect of fairness interventions in dynamic popula-
tions. Our paper independently shows how more of such simula-
tions can be designed using a large dataset for better understanding
of data-centric factors that influence algorithmic fairness. L. Car-
doso et al.[46] use synthetic biased datasets that are similar to real
world data, created by a Bayesian network approach to benchmark
discrimination-aware models. Another interesting work in this line
has appeared since the acceptance of our paper for publication; [1]
on "stress-testing" fairness algorithms under different data biases.

This is an active research area. Chen et al.[17] decompose dis-
crimination metrics into bias, variance and noise, and show that
unfairness due to inadequate samples or predictive variables should
be addressed through data collection. Słowik and Bottou[64] study
the relation between distributionally robust optimization (DRO)
and data curation. The authors conclude that there is no universally
robust training set or a universal way to setup a DRO problem to
ensure desired fairness results. [7, 49] analyze the issue of bias am-
plification in context of various data related factors. [68] revisit the
fairness-accuracy trade-off under label bias, and show that fairness
and accuracy may not necessarily be in conflict if label bias is taken
into account during model evaluation.

Several works also study in more detail specific data-centric fac-
tors. For example, [67] focus on the issue of gender bias in deep
image representations and show that even models trained on bal-
anced datasets amplify the association between labels and gender,
as much as if data had not been balanced. [71] consider the problem
of bias amplification in visual semantic role labeling, and show how
injecting corpus-level constraints can mitigate that problem. [69]
propose filtering and balancing the ImageNet dataset [25] in order
to improve the fairness of computer vision algorithms trained on it.
[60] provide arguments for and against a more careful data curation
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approach for building more reliable and bias-free natural language
processing capabilities.

[32, 54] show how to combine data from different sources or
human labelers with different costs and accuracies, while guaran-
teeing fairness with respect to different groups. [14] observe that
balanced samples improve fairness of not only machine classifiers
but also of human labelers in crowdsourcing. [70] propose a Shapley
value based method to attribute unfairness to data and algorithm.
[42] show the effect of counterfactually augmented data on the per-
formance of sentiment analysis classifiers. [29] discuss the tension
between different fairness definitions depending on the worldview
one assumes from the observed data. [10] study the empirical effect
on accuracy of using race and zipcode as predictors in forecasting
failure on probation or parole. [13] propose an adversarial training
procedure to remove information about the sensitive attribute from
the latent representation learned by a neural network and empiri-
cally study how different data distributions use in the adversarial
learning affect the resulting fairness of the model. [12] also explore
how fairness depends on difference in data distributions.

In the case of recidivism prediction, many models are biased
by selective labeling. Several works [22, 31, 41] have looked at the
effect of selective labels in the training data on algorithmic fairness.
[59] derive the conditions under which a bias reversal phenomenon
may occur, i.e. the more biased a past decision-maker is against
a group, the more the algorithm favors that group when trained
on the resulting data. [47] propose a method called contraction
that harnesses the heterogeneity of human decision-makers for
evaluation of predictive models in the presence of selective labels.

3 THEWISCONSIN CIRCUIT COURTS
DATASET

We collected data on criminal cases through the API service of
Wisconsin Circuit Court Access (WCCA). WCCA was created in
1999, and it contains public case records and docket information
from the 72 county courts of the U.S. state ofWisconsin. The original
data consists of criminal case dockets from 1970 to 2020. There are
around 11 million records, out of which around 2.5 million are
criminal. The original data records are public and can be accessed
from the Wisconsin Circuit Courts Access (WCCA) web site, https:
//wcca.wicourts.gov.

The case records include the charges in current offense, the
outcomes and sentences of cases and the defendants’ demographic
information (e.g. sex, race, address, and date of birth). We will use
these as model features.

There is additional information available about various events
(e.g. hearings, bail decisions, bail amounts etc) for every case. We
also have information on the associated attorneys and government
officials involved, including prosecutors and judges. This additional
information has not been used in this paper’s analysis.

Pre-Processing
We exclude cases that only have forfeiture charges (non-crime), and
we exclude the new data after 2018 as we need a 2 year follow-up
period to observe recidivism. After pre-processing, we obtain a
dataset for recidivism prediction with around 1.5 million convicted
criminal cases from 2000 to 2018.

Base Attributes (Type of Offense, Sex and Race)
From the raw case records, we create a main dataset for recidivism
prediction, similar to the COMPAS dataset created by ProPublica
that is widely used in the fairness literature but is much smaller
in size. Attributes that are directly available through WCCA API
are the type of offense (felony, misdemeanor and criminal traffic),
defendant sex, and race.

We construct the rest of the attributes and the outcome for pre-
diction from the information that is indirectly available in the case
records. We use a combination of first name, last name, and date of
birth as a unique identifier for a defendant. This identifier allows
us to conduct a search in the database of case records to match
the defendant across multiple cases and construct the additional
variables. The process of constructing additional variables and the
design choices are described as follows.

Additional Attributes (Prior Criminal Count, Age
and Zipcode Level Data)
Using the database search, we obtain the prior count of each of the
three crime types - felony, misdemeanor and criminal traffic - of
the defendant for each of the cases. We were able to collect cases
from as early as 1970. We use all these case records for constructing
the prior criminal count. However, the records in earlier years
tend to be incomplete and compared to later years, the number
of cases are much smaller. We analyze the impact of this issue
further in Section 4.4. We also infer age at judgment and age at
first offense for each case. Age at judgment is calculated based
on the date of birth of the defendant and judgment disposition
date of the case. Age at first offense for each case is the age when
the defendant committed the first crime found in the database. We
further merge 9 local demographics variables to our data on zipcode
from a zipcode level dataset processed from 2010 census data [6],
including population density, proportion who attended college,
proportion eligible for food stamp, African American population
share, Hispanic population share, proportion of male, proportions
who live in rural and urban area and median household income.

Target Variable (Outcome)
The target variable for prediction (or the outcome variable) of in-
terest is whether the defendant recidivates or not. However, the
performance of the machine learning models (including fairness)
is sensitive to the precise definition of the outcome variable [26].
Therefore, it is important for the decision support system’s designer
to select the right prediction task with domain knowledge that re-
flects the real goal of the tool. While defining the outcome variable,
we face a set of design choices that are discussed below.

Follow-up Period. We had to decide on a follow-up period
within which committing a new offense is deemed as recidivism.
ProPublica [39] defined recidivism as a new offense within a two
year period, mainly because Northpointe, the company that de-
signed the COMPAS tool, indicated that its recidivism score was
based on that timeline. Further, a study [36] by the U.S. Sentencing
Commission showed that most recidivists reoffend within two years
after release (if they reoffend at all). In this paper, we follow this
choice of 2 year follow-up period. But with our data, it is possible
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Table 1: Summary of Wisconsin Circuit Courts Dataset

Full sample Caucasian African
American Hispanic Native

American Asian

Sample size 1,476,967 964,922 333,036 101,607 63,862 13,540
Sample share 65.33% 22.55% 6.88% 4.32% 0.92%
Recidivism (if observed) 42.21% 40.34% 46.43% 38.76% 56.47% 37.80%
Sex
Male 80.40% 79.05% 83.47% 88.88% 69.65% 87.57%
Age
Below 30 51.38% 49.45% 54.13% 56.91% 53.71% 68.60%
30 to 60 47.44% 49.09% 45.17% 42.61% 45.58% 30.85%

Case type
Felony 32.18% 30.76% 39.98% 21.09% 29.80% 36.39%
Misdemeanor 43.04% 43.67% 43.14% 34.12% 47.55% 40.89%
Criminal Traffic 24.78% 25.57% 16.88% 44.79% 22.66% 22.73%

to define other follow up periods that can be used to study the
implications for fairness.

Decision Making Stage. Another aspect we considered is the
stage at which the risk estimate is intended to be used. Risk assess-
ment tools can be applied at all stages in the criminal justice process:
from pretrial, sentencing to parole planning. The prediction task
for each stage can be different. For this paper, we assume that the
recidivism risk score is intended to inform the judges at the stage of
sentencing, therefore we decide that the task is to predict whether
the defendant will commit a crime within two years from the date
of judgment. ProPublica assumed a pre-trial stage [39].

Missing Outcomes due to Incapacitation. Finally, we had to
define which cases have missing outcomes in our dataset. It is often
true that the observed data is a consequence of previous human
decisions. In our case, whether we observe recidivism or not is
affected by the decisions of judges. In some settings, it is relatively
straightforward to identify cases with a missing outcome from
the original data. For example, drivers that are not searched by the
police or defendants who are denied bail. However, in our prediction
task, identifying cases that have a missing outcome is not trivial
because defendants serve different sentence lengths. Assigning a
missing outcome to every case with a sentence throws away a lot
of useful data.1 Yet extending the follow up period for two years
after the assigned sentence period instead of the judgment date is
also problematic because defendants often serve more or less than
the assigned sentence. Since there is not a comparable data source
that has the exact jail record of every defendant in Wisconsin, we
don’t observe the actual sentence length. Moreover, the sentence
itself could affect probability of recidivism. Further, the defendants
who receive sentences are a selected group, so there is the issue of
selective labeling explored by Lakkaraju et al. [47].

There is no consensus in the literature about how to deal with
this problem.We assess the importance of these decisions as follows.
We use a cutoff for sentence length, of 180 days, such that we don’t

1To see this, consider three defendants who stay in jail for one year, for 22 months,
and for 2 years after judgment. The first defendant has 1 year left to reoffend in the
follow-up period, the second has only 2 months, and for the third, we can not observe
recidivism in the follow-up period of 2 years at all.

have to throw away a lot of useful data and still leave enough time
in the follow-up period for the defendant to reveal crime potential.
Above this cutoff, we treat the defendants’ outcome as missing (and
hence dropped from the dataset) even if they do not reoffend within
the follow-up period. We explore this issue further in Section 4.1.

Descriptive Statistics
We have case records from as early as 1970, but the records in earlier
years tend to be incomplete and the number of cases much smaller.
Therefore, we only keep the cases from 2000 for further analysis. It
only means that the rows in the dataset that we use for training and
testing machine classifiers are only those cases that appear in the
courts from 2000. The pre-2000 information for such cases is still
included in the form of prior criminal count of defendants. Given
the 2 year follow-up period, we exclude cases that are disposed
after 2018 since there is not enough time to observe recidivism.
We also excluded dismissed cases that do not result in conviction.
We also had to delete records of defendants from the main dataset
that do not have sex and/or race data available. Finally, we exclude
cases that only have forfeiture (non-crime) charge. Table 1 presents
summary statistics of themain dataset thus constructedwith around
1.5 million cases from 2000 to 2018. There are five race groups in
the dataset, with around 65% Caucasian, 23% African American and
7% Hispanic. The ’Asian or Pacific Islander’ and ’American Indian
or Alaskan Native’ groups are abbreviated as ’Asian’ and ’Native
American’ respectively. The proportion of male criminals (80%) is
significantly higher than female, and most cases are committed at
a younger age (below 60). The recidivism rate is the highest (∼56%)
with Native American. Misdemeanors are the most frequent crime
type except for Hispanic with criminal traffic (45%) being the most
common crime type.

Other Datasets in Criminal Justice
Our dataset provides a valuable complement to the standard datasets
used in the literature on algorithmic fairness of recividism predic-
tions. The standard COMPAS data set used in algorithmic fairness
literature, assembled by ProPublica [39], has 7000 observations from
a single court (Broward County, Florida) over two years (2013 and
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2014). It is limited to the set of defendants assessed with COMPAS
at the pre-trial stage. The dataset does not include information on
judges or other officials.

Another set of papers have used datasets from the court systems
of large cities, but they have only rarely been used in algorithmic
fairness literature. [2] examine racial disparities in pretrial bail
decisions using data on 163K cases from Philadelphia, 2010-2014,
and 93K cases from Miami-Dade, 2006-2014. The dataset in [43]
includes all arrests made in New York City, 2008-2013, adding up to
758K observations. [3] also use a dataset from NYC, with 595K cases
from 2008 through 2013. The outcome in these three data sets are
pretrial misconducts such as failure to appear or new arrest before
case disposition, whereas ours are recidivism after case disposition.

There are other datasets in the broader context of criminal justice
used to examine the behavior of judges. [51] analyze a dataset of
all convicted felony crime cases in Texas, 2004 to 2014, with around
440K cases. They supplement this dataset with judge’s ethnicity,
gender and partisanship to study how those characteristics may
affect sentencing decisions. [4] analyze 5 million criminal case
records from 2010-2018 in Indian criminal courts to examine the in-
group bias of judges. This dataset includes not only convicted cases
but also acquitted cases. Finally, [5] use a dataset with 1 million
criminal sentencing decisions from U.S District Courts, 1992-2011.
These data sets do not code recidivism measures.

4 ANALYSIS
This section analyses the relevance of various data related factors
in the performance of unconstrained (fairness unaware) machine
learning classifiers, from both accuracy and fairness perspectives.

There are many classifiers that could be used for prediction.
We consider two popular classifiers: the logistic regression (LR)
classifier and the XGBoost classifier. These models represent linear
and non-linear base classifiers respectively.

For evaluation metrics, we use average accuracy as well as area
under the ROC curve (AUC). While accuracy depends on the de-
cision threshold applied to the probabilistic risk scores, the AUC
metric is independent of threshold.

We use four fairness metrics: false positive rate (FPR) difference,
false negative rate (FNR) difference, positive rate (PR) difference,
and bias amplification. FPR difference quantifies the difference
in FPR for two groups in the population – i.e., the difference in
the fraction of people who were classified as high risk but didn’t
recidivate. Similarly, FNR difference quantifies the difference in
FNR for two groups in the population. Higher FPR and/or lower
FNR for one group compared to the other is considered unfair. PR
difference quantifies the difference in the fraction of people who
are classified as high risk in the two groups. This definition ignores
actual recidivism.

Finally, bias amplification quantifies the difference in the PR
difference (with sign) between two groups in the decisions of the
classifier and the recidivism rate (or base rate) difference (with
sign) of two groups in the data. It is often measured w.r.t base rate
difference in the training data. However, generally, train and test
data are assumed to be from same distribution. We don’t make
such assumption in our analysis and therefore, always measure
bias amplification w.r.t. base rate difference in the test distribution.

The formal details of all these standard metrics are provided in
Appendix A.

Even though the fairness gap is higher for other pairs of identity
groups in our dataset, for brevity and following earlier works, we
focus mostly on the African American and Caucasian groups in fur-
ther sections. These are also the two biggest racial groups in the the
dataset. For FPR difference, we report the FPR for African American
minus FPR for Caucasian. For FNR difference, we report the FNR
for Caucasian minus FNR for African American. For PR difference,
we report PR for African American minus PR for Caucasian. Thus,
positive values of these three metrics imply African American is
the disadvantaged group. Unless otherwise stated, accuracy and
AUC reported in various graphs in the paper are not group specific
– they are for all five groups in the data combined.

4.1 Recidivism Prediction Performance on
Wisconsin Dataset

The predictors included in the models were sex, type of offense,
prior criminal count (for each type), and age (at judgment and at
first offense). LR and XGBoost classifiers were implemented with
Python’s scikit-learn [57] and XGBoost [18] packages respectively.
LR learns a linear model while XGBoost learns a decision tree
ensemble. We split the entire data into 70% train and 30% test,
and the results are reported on the test data. For LR classifier, we
include L2 regularization and select the regularization parameter
via 10-fold cross-validation. For XGBoost, we include both L1 and
L2 regularization and tune the hyperparameters via grid search and
5-fold cross-validation. 95% confidence intervals are constructed
by multiple train and test splits.

Table 2 shows the performance of the LR classifier and the XG-
Boost classifier on this dataset across all five identity groups. We
observe from the table that Native American is the most disad-
vantaged group in the sense that it has the highest FPR and PR,
and the lowest FNR. The largest FPR difference is around 13%, the
largest FNR difference is around 18%, and the largest PR difference
is around 20%, all between Native American and Hispanic with
XGBoost classifier. Hispanic and Caucasian groups receive the most
favorable decisions (1-PR) in both models, followed by Asian and
African American groups. The overall accuracy of XGBoost and LR
is not very different but the FNR, FPR and PR differences between
groups is higher for XGBoost.

We also examined an alternate way of defining the target variable
(outcome) by varying the sentence length cut-off from 180 days to 2
years, and extending the follow-up period of 2 years by adding the
sentence length. We didn’t find much difference in the recidivism
rates by group or the classifiers’ performance. However, we include
more details and all the results in Appendix B.

4.2 The Role of Training Data Size
Motivation. More data is often thought to be the solution for
many problems in machine learning. We study to what extent, only
collecting more training samples can reduce unfairness in decisions
of unconstrained classifiers.

Experiment Design/Settings. We reserve 20% of the data and
from the remaining 80% data, we create training datasets of sizes
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Table 2: Recidivism Prediction Performance on Wisconsin Dataset, with 95% Confidence Intervals

Overall Caucasian African
American Hispanic Native

American Asian

XGBoost
Accuracy 0.6588 ± 0.0018 0.6648 ± 0.0020 0.6459 ± 0.0034 0.6567 ± 0.0055 0.6303 ± 0.0076 0.6760 ± 0.0108
AUC 0.7039 ± 0.0018 0.7044 ± 0.0023 0.7033 ± 0.0035 0.6719 ± 0.0068 0.6878 ± 0.0090 0.7079 ± 0.0122
FPR 0.2244 ± 0.0041 0.2159 ± 0.0042 0.2454 ± 0.0048 0.2016 ± 0.0073 0.3272 ± 0.0145 0.2203 ± 0.0147
FNR 0.5008 ± 0.0040 0.5113 ± 0.0045 0.4792 ± 0.0067 0.5674 ± 0.0096 0.4025 ± 0.0106 0.4944 ± 0.0225
PR 0.3405 ± 0.0035 0.3261 ± 0.0038 0.3734 ± 0.0041 0.2910 ± 0.0060 0.4800 ± 0.0100 0.3283 ± 0.0128
Logistic Regression
Accuracy 0.6461 ± 0.0013 0.6560 ± 0.0020 0.6206 ± 0.0027 0.6535 ± 0.0048 0.6026 ± 0.0057 0.6735 ± 0.0116
AUC 0.6822 ± 0.0013 0.6825 ± 0.0022 0.6806 ± 0.0030 0.6558 ± 0.0056 0.6746 ± 0.0068 0.6946 ± 0.0136
FPR 0.1532 ± 0.0022 0.1479 ± 0.0026 0.1667 ± 0.0031 0.1292 ± 0.0051 0.2395 ± 0.0081 0.1386 ± 0.0118
FNR 0.6282 ± 0.0029 0.6334 ± 0.0035 0.6244 ± 0.0039 0.6903 ± 0.0085 0.5189 ± 0.0080 0.6350 ± 0.0199
PR 0.2456 ± 0.0021 0.2363 ± 0.0024 0.2638 ± 0.0023 0.1991 ± 0.0049 0.3761 ± 0.0065 0.2243 ± 0.0106

1000, 10000, 100000 and 500000 using random sampling with re-
placement.2 We train machine learning models on each of the sam-
pled training datasets and report the models’ performance on the
reserved set. The predictors are sex, type of offense, prior criminal
count (for each offense type) and age (at judgment and first offense).
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Figure 1: Role of Training Data Size: X axis shows the two
classifiers, Y axis corresponds to the mean of each metric
from 300 random samples with error bars denoting 95% CI.

Results. Figure 1 shows that increasing the size of the training
data alone does not change anything for the LR classifier (neither
predictive performance nor fairness). For XGBoost, the smallest
train size (1000) leads to highest FPR difference but also the smallest
FNR and PR differences. This can perhaps be attributed to the
marginal change in overall predictive performance of XGBoost
with training data size. Any differences observed are usually less
than 1%. Negative values of bias amplification mean that the PR rate
difference (with sign) in classifier’s decisions is lower than the base
rate difference (with sign) in the test data. In most of our results in
the paper, both PR rate difference and base rate difference is positive
(i.e. African Americans are the disadvantaged group). In this case, a
negative bias amplification value means that the classifier reduces
the bias against African Americans but the direction of bias does

2We also performed same experiments using random sampling without replacement,
and obtained similar results.

not change to be against Caucasians. By decomposing cost-based
metrics into bias, variance and noise, [17] analyze when bigger
training data size helps; but as our results indicate, bigger training
data doesn’t always lead to fairer models.

4.3 The Role of Group Proportions and Base
Rate Difference

Motivation. The training datasets are often imbalanced in the
sense that they have different proportions of the demographic
groups. This may be either due to imbalance in the underlying
demographic distribution or it may be a result of data collection or
sampling strategy. Using imbalanced data for machine learning can
disproportionately affect different groups for a number of reasons.
For example, the average loss that the classifier optimizes may be
dominated by the majority group or the data in the minority group
may not be enough to learn the decision boundaries for that group
as good as for the majority group. A related factor is the observed
difference in base rates of the two groups i.e. the rate at which
people in two groups recidivate in the training data. Again, this
can be due to a number of factors in the real world or it may be a
result of data collection or sampling strategy. Various theoretical
results point out the implications of base rates being different for
fair decision-making [20, 21, 44]. We empirically study the extent
to which the imbalance in group proportions and base rates have
an effect on the fairness and accuracy of unconstrained classifiers.

Experiment Design/Settings. We reserve 20% of the original data.
From the remaining 80% data, we construct five settings of data that
follow five different distributions w.r.t. group proportions and base
rate difference between African American and Caucasian groups.
We randomly remove some data samples to achieve the desired
distributions. The random removal of data is repeated 30 times in
each setting in order to estimate the variance due to randomness.
The predictors included in the classifiers were same as in Section 4.2.

The five distribution settings that we simulate are as follows:
1. Fewer Caucasian: The number of samples from the Caucasian
group are 32% of the number of samples from the African American
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group in new training data, which is the opposite relationship com-
pared to the original data. This is achieved by randomly removing
some of the data points from the Caucasian group.
2. Equal Size: The number of samples from the Caucasian group
are equal to the number of samples from the African American
group in new training data. This is achieved by randomly removing
some of the data points from the Caucasian group.
3. Equal Base Rates: The recidivism rate is the same for Caucasian
and African American groups. This is achieved by randomly remov-
ing some of the data points from the African American group that
were observed to recidivate in the dataset.
4. Higher Base Rate Difference The base rate difference between
Caucasian and African American groups is increased to 12% in the
new data, compared to 6% in the original data. This is achieved by
randomly removing some of the data points from the Caucasian
group that were observed to recidivate in the dataset.
5. Balanced Outcomes: For both recidivism or non-recidivism
outcomes, the number of Caucasian and African American are the
same. This is achieved by randomly removing some of the data
points from the Caucasian group with both kinds of outcomes.

Results. We report the results for two types of test data. The first
type is when the test data follows the same (S) distribution as the
train data (using 70/30 split). The second type is when the test data
follows the target (T) distribution – i.e., the 20% data that we had
reserved before applying any of the random data removal settings
described above. The reason for keeping this 20% data in evaluation
is to simulate the real-world settings in which a data scientist may
control the data curation process for the training data but that may
not change anything in the target population where the model
will eventually be applied. This crucial evaluation aspect is often
neglected and evaluation is only done on test data that comes from
the same distribution as training.

Figure 2 shows fairness and performance metrics for the five
training data settings described above. The first observation here
is that the trend of XGBoost being more unfair without being sig-
nificantly more accurate, holds across all settings. Second, the un-
fairness in the balanced outcome is the highest. This is perhaps
surprising because balanced outcomes ensures the base rates and
the sizes of Caucasian and African American groups are equal.
Other training sets also influence fairness in interesting ways. It
would be interesting to theoretically analyze these in further detail
in future work. For FPR, FNR, and overall AUC/accuracy, the results
appear robust across S and T test distributions. Not surprisingly, PR
(and bias amplification) is different between S and T as the base rates
in the test distribution also change. Readers may want to use Table 2
for comparison with baseline (full) sampling. Bias amplification
and overall accuracy plots are in Figure 9 in Appendix C.

4.4 The Role of Time
Motivation. The nature of data changes significantly over time due
to various developments in the real world. The feature distributions,
the outcome distribution, and/or the conditional distribution of
outcomes given the features may change over time.

Moreover, the data curation process itself may create an unnatu-
ral shift. For example, we have case records from as early as 1970
until 2020 but earlier case records tend to be incomplete. Due to
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Figure 2: The Role of Group Proportions and Base Rate Dif-
ference in Training Data: X axis shows the model and test
distribution pair, where S denotes the same (as train) distri-
bution and T denotes the target distribution. Y axis shows
mean of each metric from 30 random samples (with 95% CI).
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Figure 3: Change in Data Distribution with Time

this, the prior criminal count of the defendants that we inferred
from the original database may be underestimated for earlier cases
in our dataset. Figure 3 shows the average prior count of the de-
fendants in each year for each type of offense. There is about 4 x
difference in the average prior count in the years 2000 and 2018.
This doesn’t necessarily reflect a shift in the prior count in the
real world but perhaps the fundamental limitation of the way such
datasets can be constructed. Overall, the performance of machine
learning models trained on this dataset will be constrained due
to apparently changing relationships between prior count and the
outcome variable.

To illustrate such changes, Figure 3 also shows the recidivism
rate for different races over the years. Overall recidivism rate and
the recidivism rate difference between groups is decreasing over
time. We also observed marginal shifts in the distribution of offense
types, group proportions, sex, and age. This motivates us to study
the role of temporal factors in the dataset on accuracy and fairness
of the unconstrained classifiers.

Experiment Design/Settings. We train the model on data from
two consecutive years and test it on the data from the subsequent
two years (with a two year gap between train and test, since we
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Figure 4: The Role of Time: X axis corresponds to training
datasets from two consecutive years between 2000 and 2018
(e.g., "1" on x axis denotes the training data from the years
2000 & 2001, "2" denotes the training data from the years
2001 & 2002 and so on. The test data comes from the next
two years after a two year gap (e.g. if training data is from
2000 & 2001, test comes from 2003 & 2004.)

need two years to observe the outcome). For example, if we train
on the data from 2010 and 2011, we test the model on the data from
2013 and 2014. This simulates the real-world setting where data
from the past is used for training a model, which is then applied to
make decisions in the future. The reasons for limiting past data to
two years are, for example, limiting the influence of older data that
may not be relevant anymore, and unavailability of older data.

We repeat this approach in a moving-window manner between
2000 and 2018, and thus obtain 14 different training sets. We train 14
different models for both LR and XGBoost. In addition to reporting
models’ performance on the data from two subsequent years, we
also report the performance when we apply each of these models
to a reserved data (20% of entire data) that includes all years, to
see the difference. This latter case simulates the settings where a
model may be trained on data from a specific period of time and
applied across different time periods. The predictors are the same
as in Section 4.2.

Results. The results are reported in Figures 4 and 5 for the two test
settings respectively described above. In both cases, we observe that
while overall AUC is stable across years, the fairness metrics change
significantly. For example, FPR difference in Figure 4 goes from 8%
in 2000 to less than 2% in 2018. This shows how unfair machine
decisions can be in different points in time. In Figure 4, when the
test data distribution is fixed and only training data changes, we
observe that models trained on older data are much more unfair.
This is true not only for FPR and FNR differences, but also for PR
difference. It is also interesting to note that for the LR classifier,
the FNR difference changes sign in later years (going against the
Caucasian group).

The results show that temporal factors in data generation and
curation should be more explicitly considered in empirical research
on algorithmic fairness. For completeness, bias amplification and
overall accuracy plots are also in Figures 10 and 11 in Appendix D.
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Figure 5: The Role of Time: X axis corresponds to training
datasets, as described in the caption of Figure 4 caption. Main
difference is that the test data in this figure is the reserved
data from all the years between 2000 and 2018.

4.5 The Role of Race and Zipcode Level Data
Motivation. Race is the protected attribute according to which we
define fairness. It is often the case that such protected attributes are
hard to obtain in the data (at training and/or test time) or are simply
not allowed to be used in the decision-making process. Previous
works have shown that excluding race from the machine learning
model is not enough to ensure fairness due to correlation with
other attributes. On the contrary, it is known [21] that when base
rates differ, information about the sensitive attribute is necessary
for optimal decision making under fairness constraints.

Further, neighborhood and zipcode level data are often correlated
with race. We are interested in understanding whether including
detailed zipcode level data could in fact improve fairness (by re-
moving confounders for example) in the base classifiers. As already
discussed in Section 3, these zipcode level variables include popula-
tion density, proportion who attended college, proportion eligible
for food stamps, African American population share, Hispanic pop-
ulation share, proportion male, proportions who live in rural and
urban areas, and median household income.

Experiment Design/Settings. In all experiments, we include sex,
type of offense, prior criminal count (for each offense type), age
at judgment, and age at first offense as predictors for both LR and
XGBoost classifiers. Depending on the experiment setting, we also
include race and/or zipcode level variables in the set of predictors,
and train the model to observe the effect on accuracy and fairness.
We thus have four combinations of predictors depending whether
we include race, zipcode level variables, neither, or both.

Results. Figure 6 shows the fairness and performance metrics for
each set of predictors. We can make two interesting observations.
First, including zipcode level variables improves fairness for all four
fairness metrics and both types of classifiers. This is different from
the finding in Jabri [37], where in the COMPAS dataset including
neighborhood information reduced fairness.

Second, including race as a predictor has a significant negative
effect on fairness. In our dataset, giving the model information
on race increases the proportion of errors that disadvantage black
defendants. We note, however, that this observation should be inter-
preted with caution. Including race as a predictor may not always
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Figure 6: The Role of Including Race and Zipcode Level Data
as Additional Predictors in LR and XGBoost. 95% confidence
intervals are constructed by multiple train and test splits.

lead to more unfairness, as it depends on the data generation mech-
anism (see e.g. [19] for a causal graphs based analysis of this issue).
For overall accuracy and AUC, there is a marginal improvement in
the case of XGBoost with more predictors.

4.6 Separate Classifiers Trained on Data from
Different Races and Offenses

Motivation. Instead of merely adding race as one of the predic-
tors, one could train separate classifiers for each racial group, using
only data from the respective racial group. On one hand, sepa-
rate classifiers get more flexibility and can minimize loss for each
group separately (following a best-effort principle). This can ben-
efit minority groups compared to a joint classifier that minimize
loss for the overall population dominated by the majority group.
On the other hand, by training separate classifiers, we also reduce
the amount of data that is used for training each of the separate
classifiers. This may hurt both groups compared to a joint classifier
trained on overall more data, since there could be shared predictive
relationships across the groups.

Similar arguments apply to the idea of training different classi-
fiers by offense type.

Experiment Design/Settings. We train separate classifiers for
each race and for each offense type. Before dividing data by race/offense
type, we reserve 20% of the overall dataset that represents the gen-
eral distribution. We divide the remaining data by race/offense
type. For each of these new datasets, we then have a 70/30 train
and test split. We thus have five separate classifiers for each of the
five race groups, and three classifiers for each of the three offense
types. For race-specific classifiers, we include sex, offense type,
prior criminal count (for each offense type), age at judgment, and
age at first offense as predictors. For offense-specific classifiers, we
don’t need offense type as a predictor. Race is not included as a
predictor in this section, but race-specific classifiers already include
race information since the classifiers are different for the two races.

Results. 1) Race-Specific Classifiers: Table 3 shows the performance
of the two classifiers trained on data from African American and
Caucasian groups, respectively. Table 6 in Appendix E shows the
same table with 95% confidence interval. These classifiers were

applied on test datasets from their respective groups.3 For compari-
son, we include the performance metrics of the joint classifier that
was trained on data from all groups, and applied on data from each
group. For brevity, we only show the performance metrics on the
two groups. The joint classifier did not include race as a predictor.

Compared to the joint classifier, race-specific classifiers (both
XGBoost and LR) decrease FPR and PR and increase FNR for the
Caucasian group. At the same time, they increase FPR and PR and de-
crease FNR for the African American group. The accuracy and AUC
increases only marginally for the African American group with a
race-specific classifier, but stay almost the same for Caucasian. This
suggests that the African American group may benefit in terms of
fairness (error rate difference) when we include patterns in the data
from the other group in a joint classifier. A separate classifier for
the minority doesn’t necessarily make the group better-off.

Table 3: Performance of Joint Classifier (Trained on Data
From All Racial Groups, Without Race as Predictor), Com-
pared to Separate Classifiers (Trained on Race Level Data)

LR XGBoost

Caucasian African
American Caucasian African

American
Joint
Classifier
Accuracy 0.6560 0.6206 0.6648 0.6459
AUC 0.6825 0.6806 0.7044 0.7033
FPR 0.1479 0.1667 0.2159 0.2454
FNR 0.6334 0.6244 0.5113 0.4792
PR 0.2363 0.2638 0.3261 0.3734
Af. Am.
Classifier
Accuracy 0.6494 0.6363 0.6486 0.6518
AUC 0.6741 0.6834 0.6855 0.7087
FPR 0.2472 0.2532 0.2818 0.2945
FNR 0.5043 0.4913 0.4549 0.4102
PR 0.3471 0.3718 0.3877 0.4315
Caucasian
Classifier
Accuracy 0.6526 0.6126 0.6652 0.6352
AUC 0.6827 0.6778 0.7043 0.6921
FPR 0.1280 0.1453 0.1975 0.2284
FNR 0.6711 0.6676 0.5375 0.5228
PR 0.2091 0.2320 0.3046 0.3437

2) Offense Type Specific Classifiers: The results for offense-specific
classifiers are shown in Figure 7. The results were obtained by
applying the separate classifiers for a given offense type on the
test data from the respective offense type. For comparison, we also
include the performance of the joint classifier on each offense type.
The first notable observation in Figure 7 is that, even for the joint
classifier, most unfairness exists in the criminal traffic offense type.
3Ideally, group-specific classifiers would be applied on the respective group only. For
completeness, we include performance metrics of the classifiers when applied on
reserved test data from the other group as well. These numbers have been greyed out
in the table to avoid confusion.
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For felony and misdemeanour offense, unfairness is relatively small
and is often in the reverse direction (i.e. African Americans are not
the disadvantaged group). When we train separate classifiers by
offense type, this trend continues. We also observe that for criminal-
traffic classifiers, the unfairness is less than the unfairness in the
joint classifier. The overall accuracy and AUC are not very different
for joint and separate classifiers for any of the three offense types.
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Figure 7: Offense Type SeparatedClassifiers: A separate classi-
fier for each offense type is trained on data from that offense
type. The performance of the classifiers are then observed on
respective offense types. For comparison, the performance
of a joint classifier, that is trained on all the data and uses
offense type as a predictor, is also shown by offense type. 95%
confidence intervals are constructed by multiple train and
test splits.

Figure 8 shows the results when separate classifiers are applied
on the reserve set (data from all offense types). We observe that the
classifier trained only on criminal traffic data is more unfair overall
compared to the joint classifier and other separate classifiers.

5 CONCLUSIONS AND FUTUREWORK
While it is well-known that data-centric factors influence algorith-
mic fairness in complex ways, research in algorithmic fairness is
still very much algorithm-centric and depends on a few benchmark
datasts for limited empirical evaluation. In this paper, we take a
rigorous empirical approach towards understanding the effect of
various data-centric factors on algorithmic fairness. We construct
a new large scale dataset for recidivism prediction and show how
it can be be used for the purposes of data-oriented analysis. Our
results suggest that such data-centric factors should be explicitly
taken into account while designing and evaluating algorithms. We
also observe that the effect of data-centric factors on fairness met-
rics look very different from their effect on accuracy metrics in
all the experiments, further suggesting that data-centric factors in
fairness deserve independent attention.

In this paper, we studied data-centric factors like the training
data size, group proportions and base rate difference, temporal
aspects of data curation, the availability additional variables, data
from difference offense types etc. A further theoretical analysis
will be useful to understand the observations more. It will also be
interesting to extend the idea further by studying other data-centric
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Figure 8: Offense Type Separated Classifiers Applied to a
Target Distribution with All Offense Types: Offense specific
classifiers are trained with data from respective offense types
only. The performance of the classifiers are then observed on
reserved target distribution with all offense types. For com-
parison, the performance of a joint classifier, that is trained
on all the data and uses offense type as a predictor, is also
shown on the target distribution. 95% confidence intervals
are constructed by multiple train and test splits.

factors not studied in this paper. These may include, for example,
the biases due to selective labeling, label noise, geographical factors,
judge characteristics in past decisions etc. In the paper, we used
two base classifiers (logistic regression and XGBoost). In future
work, it may be interesting to study empirically how various data-
centric factors interact with common algorithmic design choices,
for example, other types of classifiers, whether the classifier is a
deterministic or a randomized one, the type of loss function, type
of fairness metric, fairness enforcing techniques etc.

Finally, while simulations are an excellent way to understand
the fundamentals, the design of simulations should be further in-
vestigated in future work to align them even closer to real-world
scenarios and improve the external validity of the observations.
It would also be interesting to explore how biases in the original
(bigger) dataset may also be considered while creating the auxiliary
datasets from it and while interpreting the results.

We hope that the paper encourgaes further discussion on open
questions such as: 1) what does good data quality mean in the
context of algorithmic fairness; 2) what are the appropriate evaua-
tion and benchmarking methods for fairness and machine learning
algorithms; and 3) what are the complementary theoretical expla-
nations for the behavior of different algorithms under different
data situations. A better understanding of these issues can lead to
development of fair algorithms that are more robust and suitable
for practical deployment.
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A FAIRNESS AND PERFORMANCE METRICS
The four definitions of fairness metrics and the two performance
measures used in our paper are described here more formally for
completeness. Let𝑌 denote the true outcome,𝑌 denote the predicted
outcome and𝐴 denote the sensitive attribute (i.e race).𝑌 = 1means
that the classifier labels a defendant as high risk for recidivism. 𝑌 =

1 means that a defendant actually recidivates. There are five race
groups in our data. In our results, we focused mostly on Caucasian
and African American groups. Therefore, we specify the groups in
the below definitions for more clarity. But the definitions can be
generalized for any pair of race groups depending on the context.

Positive Rate(PR) Difference

PR difference = 𝑃𝑟 (𝑌 = 1|𝐴 = African American)−
𝑃𝑟 (𝑌 = 1|𝐴 = Caucasian)

When PR difference is zero, demographic parity [28] is satisfied.

False positive rate (FPR) Difference and False
Negative Rate (FNR) Difference

FPR Difference = 𝑃𝑟 (𝑌 = 1|𝑌 = 0, 𝐴 = African American)−
𝑃𝑟 (𝑌 = 1|𝑌 = 0, 𝐴 = Caucasian)

FNR Difference = 𝑃𝑟 (𝑌 = 0|𝑌 = 1, 𝐴 = Caucasian)−
𝑃𝑟 (𝑌 = 0|𝑌 = 1, 𝐴 = African American)

When both FPR and FNR differences are zero, equalized odds is
satisfied [34].

Bias amplification
Bias amplification quantifies the difference in the PR difference
(with sign) between two groups in the decisions of the classifier
and the recidivism rate (or base rate) difference (with sign) of two
groups in the data. It is often measured w.r.t base rate difference
in the training data. However, generally, train and test data are
assumed to come from same distribution. We don’t make such
assumption in our simulations and therefore, always measure bias
amplification w.r.t. base rate difference in the test distribution. In
the definition below, we assume base rate difference in the ground
truth (𝑌 ).

Bias amplification = PR Difference
− Base Rate Difference in Ground Truth

where

Base Rate Difference in Ground Truth =

𝑃𝑟 (𝑌 = 1|𝐴 = African American)−
𝑃𝑟 (𝑌 = 1|𝐴 = Caucasian)

A.1 Accuracy and AUC
Themachine learningmodel used in our paper produce a probability
risk score for the defendant to recidiviate. In our paper, we classify
defendant above risk threshold 0.5 as 𝑌 = 1 and others as 𝑌 = 0.
Accuracy is then defined as follows:

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +𝑇𝑁

𝑁

Where TP is the true positives (defendants with 𝑌 = 1 and 𝑌 = 1),
TN is the true negatives (defendants with 𝑌 = 0 and 𝑌 = 0) and N
is the total number of defendants.

AUC stands for "Area under the ROC curve", where the ROC
curve is a plot illustrating the trade-off between True Positive Rate
and False Positive Rate across all thresholds of the predicted proba-
bility risk scores. The X axis is the FPR and the y axis is the TPR in
AUC curve, and the AUC is calculated as the area under the ROC
curve. The higher the AUC, the better the model is at distinguishing
positive and negative cases. AUC provides an overall performance
measure of the model regardless of the threshold.

B THE SECOND OUTCOME DEFINITION
Aswe discussed in section 3 (Target Variable), there may bemultiple
ways of defining outcome variable in recidivism prediction. It is
interesting to study the role this plays in fairness.

Besides the 2 year follow-up period, one important assumption
that we make when encoding missing outcome is the cut-off sen-
tence length. In our main analysis, we used 180 days. Here we
encode the missing outcome differently by changing the cut-off
sentence length to 2 years.Since in this case a defendant may stayed
in jail for most time within the 2 year after judgement and still
labeled as non-missing, we decided to extend the 2-year follow-
up period by the sentence length for every defendant to account
for that. Note that this definition takes into account the sentence
length given by the judge, which created even more bias in outcome
encoding. But nevertheless it is worthwhile to see the effect of this
alternative outcome.

B.1 Descriptive Statistics of the Dataset with the
Second Outcome Definition

We denote the outcome defined in the main text as 𝑌2𝑦 and the new
outcome defined above as 𝑌2𝑦 . Table 4 compares 𝑌2𝑦 to 𝑌2𝑦 . Since
we used a longer cutoff with 𝑌2𝑦 , there are fewer missing outcome.
However, the recidivism rate among defendants with non-missing
outcome does not change much. African American group has the
highest rate of missing outcomes, which might suggest that they
tend to get longer sentence length than other race groups.

B.2 Recidivism Classification Performance with
Alternate Outcome Definition

Similar to Table 2, Table 5 shows the performance of the LR clas-
sifiers and the XGBoost classifiers trained with second outcome
definition 𝑌2𝑦 . The predictors remain the same as before, i.e. sex,
type of offense, prior criminal count (for each type of offense), age
at judgment and age at first offense.
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Table 4: Statistics of Two Outcome Definitions

Missing Outcome Rate

Overall Caucasian African
American Hispanic Native

American Asian

180 days 0.0807 0.0667 0.1286 0.0653 0.0686 0.0767
2 years 0.0471 0.0367 0.0824 0.0365 0.0374 0.0513

Recidivism Rate (if observed)

Full sample Caucasian African
American Hispanic Native

American Asian

180 days 0.4221 0.4034 0.4643 0.3876 0.5647 0.3780
2 years 0.4168 0.3996 0.4534 0.3825 0.5593 0.3724

Table 5: Recidivism Classifier Performance Metrics, Aggregate and by Group for 𝑌2𝑦 . With 95% confidence intervals.

Overall Caucasian African
American Hispanic Native

American Asian

XGBoost
Accuracy 0.6589 ± 0.0016 0.6652 ± 0.0019 0.6460 ± 0.0038 0.6576 ± 0.0054 0.6273 ± 0.0064 0.6733 ± 0.0149
AUC 0.7018 ± 0.0018 0.7026 ± 0.0021 0.7005 ± 0.0034 0.6724 ± 0.0056 0.6852 ± 0.0066 0.7016 ± 0.0182
FPR 0.2177 ± 0.0029 0.2094 ± 0.0029 0.2353 ± 0.0046 0.1997 ± 0.0079 0.3223 ± 0.0123 0.2153 ± 0.0130
FNR 0.5136 ± 0.0043 0.5232 ± 0.0049 0.4970 ± 0.0064 0.5720 ± 0.0097 0.4125 ± 0.0105 0.5140 ± 0.0245
PR 0.3298 ± 0.0030 0.3163 ± 0.0032 0.3567 ± 0.0039 0.2872 ± 0.0076 0.4706 ± 0.0091 0.3163 ± 0.0116
Logistic Regression
Accuracy 0.6457 ± 0.0014 0.6555 ± 0.0016 0.6215 ± 0.0029 0.6540 ± 0.0054 0.5988 ± 0.0050 0.6728 ± 0.0152
AUC 0.6784 ± 0.0015 0.6794 ± 0.0019 0.6760 ± 0.0034 0.6533 ± 0.0061 0.6699 ± 0.0070 0.6878 ± 0.0176
FPR 0.1478 ± 0.0022 0.1430 ± 0.0023 0.1571 ± 0.0026 0.1293 ± 0.0058 0.2358 ± 0.0090 0.1339 ± 0.0113
FNR 0.6429 ± 0.0024 0.6469 ± 0.0030 0.6453 ± 0.0047 0.6948 ± 0.0087 0.5316 ± 0.0082 0.6521 ± 0.0222
PR 0.2351 ± 0.0018 0.2270 ± 0.0020 0.2467 ± 0.0028 0.1967 ± 0.0055 0.3658 ± 0.0069 0.2138 ± 0.0096

C ADDITIONAL RESULTS FOR SECTION 4.3
Figure 9 shows the results including bias amplification and overall
accuracy for Section 4.3 (The Role of Group Proportions and Base
Rate Difference).
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Figure 9: The Role of Group Proportions and Base Rate Dif-
ference in Training Data: X axis shows the model and test
distribution pair, where S denotes the same distribution and
T denotes the target distribution. Y axis corresponds to the
mean of each metric from 30 random samples (with 95% CI).

D ADDITIONAL RESULTS FOR SECTION 4.4
Figures 10 and 11 show the results including bias amplification and
overall accuracy for Section 4.4 (The Role of Time). Figure 10 and
11 are the complete versions of figures 4 and figure 5 respectively.
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Figure 10: The Role of Time: X axis corresponds to training
datasets from two consecutive years between 2000 and 2018
(e.g., "1" on x axis denotes the training data from the years
2000 & 2001, "2" denotes the training data from the years
2001 & 2002 and so on. The test data comes from the next
two years after a two year gap (e.g. if training data is from
2000 & 2001, test comes from 2003 & 2004.)
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Table 6: Performance of Joint Classifier (Trained on Data From All Groups,
Without Race as Predictor) Compared to Separate Classifiers (Trained on Group
Level Data. With 95% confidence intervals

LR XGBoost

Caucasian African
American Caucasian African

American
Joint
Classifier
Accuracy 0.6560 ± 0.0020 0.6206 ± 0.0027 0.6648 ± 0.0020 0.6459 ± 0.0034
AUC 0.6825 ± 0.0022 0.6806 ± 0.0030 0.7044 ± 0.0023 0.7033 ± 0.0035
FPR 0.1479 ± 0.0026 0.1667 ± 0.0031 0.2159 ± 0.0042 0.2454 ± 0.0048
FNR 0.6334 ± 0.0035 0.6244 ± 0.0039 0.5113 ± 0.0045 0.4792 ± 0.0067
PR 0.2363 ± 0.0024 0.2638 ± 0.0023 0.3261 ± 0.0038 0.3734 ± 0.0041
Af. Am.
Classifier
Accuracy 0.6494 ± 0.0034 0.6363 ± 0.0031 0.6486 ± 0.0062 0.6518 ± 0.0047
AUC 0.6741 ± 0.0023 0.6834 ± 0.0031 0.6855 ± 0.0096 0.7087 ± 0.0047
FPR 0.2472 ± 0.0116 0.2532 ± 0.0075 0.2818 ± 0.0090 0.2945 ± 0.0117
FNR 0.5043 ± 0.0096 0.4913 ± 0.0108 0.4549 ± 0.0133 0.4102 ± 0.0107
PR 0.3471 ± 0.0106 0.3718 ± 0.0085 0.3877 ± 0.0087 0.4315 ± 0.0099
Caucasian
Classifier
Accuracy 0.6526 ± 0.0019 0.6126 ± 0.0003 0.6652 ± 0.0022 0.6352 ± 0.0038
AUC 0.6827 ± 0.0015 0.6778 ± 0.0004 0.7043 ± 0.0023 0.6921 ± 0.0051
FPR 0.1280 ± 0.0027 0.1453 ± 0.0019 0.1975 ± 0.0040 0.2284 ± 0.0052
FNR 0.6711 ± 0.0036 0.6676 ± 0.0029 0.5375 ± 0.0058 0.5228 ± 0.0075
PR 0.2091 ± 0.0025 0.2320 ± 0.0024 0.3046 ± 0.0039 0.3437 ± 0.0050
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Figure 11: The Role of Time: X axis corresponds to training
datasets, as described in the caption of Figure 10 caption.
Main difference is that the test data in this figure is the re-
served data from all the years between 2000 and 2018.

E ADDITIONAL RESULTS FOR SECTION 4.6
Table 6 shows the same results as table 3, but with 95% confidence
interval.
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